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ABSTRACT: Gas-assisted injection molding (GAIM) is
an innovative plastic processing technology, which was
developed from the conventional injection molding, and
has currently found wide industrial applications. About
70% of the whole gas-assisted injection molding cycle is
actually occupied by the cooling stage. The quality and
production efficiency of molded parts are considerably
affected by the cooling stage. Hence, it is necessary to
study the solidification behaviors during the cooling
stage. In this work, a simple experimental method was
designed to simulate the solidification behaviors of
high-density polyethylene during cooling stage of GAIM.
The enthalpy transformation approach, coupled with the

control-volume/finite difference techniques, was adopted
to deal with the transient heat transfer problems with
phase change effects. In situ measurements of the
temperature decreases in the cavity were also carried
out. Reasonable agreements between the experimental
values and the simulated results such as cooling time,
cooling rates, and temperature curves were obtained,
which proved that this simple experimental method was
effective. VC 2010 Wiley Periodicals, Inc. J Appl Polym Sci 117:
729–735, 2010
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INTRODUCTION

As is known, gas-assisted injection molding (GAIM),
which was developed from the conventional injec-
tion molding (CIM), has become one of the signifi-
cant polymer processing techniques, especially for
the manufacturing of hollow articles since 1990s.1

GAIM has drawn great attention in recent years
because it can reduce clamping tonnage, cycle time,
and save raw materials, etc. In comparison with
CIM, the problems such as warpage, sink marks,
and stress concentration can be relatively well set-
tled.2,3 GAIM cycle usually consists of three steps
and can be described as follows: the mold cavity is
partially filled with the polymer melts, and after a

period of delay time, compressed gas subsequently
penetrates into the molten polymer and drives it
into the mold end. Then, the solidification process
will continue till a demolding temperature is
reached, and the time for which the solidification
process takes is known as cooling time, as illustrated
in Figure 1.
During the GAIM process, there is a complex

dynamic interactions among the melt, gas and solid
phase, such as the hard and soft constrained bound-
ary conditions (the flexible gas/melt interface and
the rigid melt/wall interface), as well as the complex
multiple flow process (the melt filling flow, the local
melt flow associated with the gas penetration, etc).
Therefore, the GAIM process is more complex as
compared with CIM. Up to now, studies regarding
GAIM can be classified into three groups: first, the
numerical simulations of the gas penetration and
residual wall thickness;4–6 second, the optimal
designs of GAIM process as well as the product
design of the GAIM parts;7–9 third, the morphologies
and structures in the GAIM parts of PE, PP, PC, PA,
as well as their composites and blends.10–12 Thus,
the understanding of the morphology evolutions
during GAIM may supply a better insight into the
interrelation between processing and structures
under real processing conditions.
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Moreover, the morphologies (e.g., shish-kebab,
oriented lamellae, and banded spherulites) observed
in the GAIM parts are significantly affected by a
number of factors involved during the cooling stage
of the GAIM process.13–15 Besides, some defects
(such as the sink marks and air bubble) are also
related with the cooling stage of the GAIM process.
As a result, study on the solidification behaviors and
the cooling time during GAIM process is of signifi-
cance to both industrial applications and further
investigations of crystalline structures.

So far, many methods have been developed to
solve the transient heat conduction problems, such as
solidification/melting,16 the variational method,17,18

the moving heat source method,19,20 the perturbation
method,21,22 as well as the numerical methods.23–25

Among these methods, the numerical methods have
been widely used in the solution of multidimensional
phase change heat transfer issues. The enthalpy
transformation methodology proposed by Cao and
Faghri26 was a commonly used numerical method,
which had been proved to be applicable for the gen-
eralized multidimensional phase change issues with
phase-change zone. In our previous work, based on
experimental and theoretical studies of the tempera-
ture distribution during the cooling stage in GAIM
and CIM processes, it is evident that the enthalpy
transformation method could effectively forecast the
cooling rates.27–30

Generally, under the experimental conditions
because of the lack of in situ instrument, predicting
the cooling time of the GAIM process is not accurate
and direct. Thus, to find a simple and effective
method for the prediction of the cooling stage of the
GAIM process may be significant for the future
work on the crystal morphologies of the GAIM parts
and the optimization of the parameters during the
GAIM process.

EXPERIMENTAL PART

Materials and sample preparation

The material used in this work was a commercial-
grade high-density polyethylene (HDPE), (Model
2911), obtained from Fushun Petrochemical, P.R.
China, with a weight-average molecular weight (Mw)
of 1.4 � 105 g/mol and a melt flow rate of 20.0 g/10

min (190�C/2.16 kg, ASTMD1238). For the calcula-
tion, the thermal parameters and the solid and
liquid densities of high-density polyetheylene were
provided with detailed descriptions elsewhere.30

Figure 2 shows the sample prepared in this study.
To ensure the accuracy of the experiment, 10 pieces
of the samples were prepared.

DSC Characterizations

The measurements were carried out on a differential
scanning calorimeter (DSC), (TA-Q 20) in a nitrogen
atmosphere to test the nonisothermal crystallization
process. The sample was initially heated to 215.0�C
and maintained for 4.0 min to remove the thermal
history. Subsequently, the sample was cooled to the
ambient temperature. Then, the latent heat H and
phase change temperature range T1–T2 were
obtained as 109.5–123.1�C.

Experimental instruments and procedures

Figure 3 shows the instrument used in this study. To
experimentally validate the calculated results, a spe-
cially-designed device was applied, i.e., a metallic
container (with a certain amount of HDPE at the bot-
tom) together with a micro-thermocouple (measuring
range: 35–350�C, average standard error range: �1.0
to 1.5%, sensor tip diameter: 0.5 mm). The micro-ther-
mocouple was fixed on the container and inserted
into the resins (at the bottom of the container), and
the inserting depth could be just half of the thickness
of the molten polymer. The whole device was initially

Figure 1 Schematic representation of a typical GAIM
cycle.

Figure 2 Schematic of the dimensions of the sample
prepared for the in situ temperature measurements.
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heated to 190.0�C and kept for 4.0 min at this temper-
ature. Subsequently, the metallic container was
quickly put into a reservoir filled with water at the
ambient temperature (15.0�C). For better simulating
the cooling stage of the GAIM process, the water was
circulated via the inlet and outlet as the cooling water
in the mold, which shown in Figure 3. The tempera-
ture decreases during the whole cooling stage were
recorded by the Keithley Data Acquisition System
(with sampling time: 0.05 s).

MATHEMATICAL MODELING

The cooling model and assumptions

Figure 4 shows the basic principles of the present
cooling model. As the container was put into the
reservoir, the polymer melt in direct contact with
the container wall solidified immediately. A solid/
liquid phase interface was formed once the container
wall contacted the cold water (see Fig. 4). As the
time elapses, the heat was transferred through the
gas/melt interface and container wall/melt interface
(as shown in Fig. 4). As the thermal diffusivity of
the metallic container wall and water are much
greater than the gas, the solid/liquid phase interface
was moving toward the gas/melt interface, and
when two interfaces met, the whole cooling stage
was over. As the length and the width of the solidify
polymer are 10 times more than the thickness, this
solidification process can be treated as a one-dimen-
sional heat transfer problem.

In the present simulations, combined with our
previous work and assumptions,27–29 the main
assumptions used are as follows: first of all, the ini-
tial condition, an initial temperature T0, which is
higher than the polymer phase-change temperature
range T1–T2, is adopted. As far as the boundary con-
ditions are concerned, on the gas/melt boundary,
the gas temperature is Tg, a convective boundary
condition is assigned. On the water side, because of
the large thermal diffusivity of the water and the
metallic container wall, thermal conduction mecha-
nism with phase changes should be used. No ther-
mal resistances were assumed between the metallic
container wall and the water, as well as between the
metallic container wall and the polymer melt. The
skin polymer near the container wall has the same
temperature Tw with the water. Therefore, the con-
tainer wall has the temperature Tw, which is the
temperature of water and is lower than the polymer
phase change temperature range. The initial and
boundary conditions of the cooling model are shown
in Figure 5.
On the other hand, we assume that the solidifica-

tion process begins immediately as the container
was put into the cold water. The incompressibility of
the melt (no density changes) is also assumed, so
the thermal convection between the liquid and solid
phase can be negligible. At the same time, the ther-
mal parameters of the polymer such as the thermal
conductivity and specific heat capacity are assumed
to be constant.
In this numerical calculation, the heat conduction

can be assumed to be within the thickness direction
as that in our previous simulations in GAIM pro-
cess,30,31 because the ratio of width and thickness
(W/L) is �10 in this case. In addition, as a matter of
fact, owing to the polydispersity and hierarchical
structures, polymer melts actually solidify over a
temperature range, rather than at a single tempera-
ture. Therefore, the phase transformation of crystal-
line polymer is assumed to take place over a temper-
ature range T1–T2, and Tm ¼ (T1 þ T2)/2 was used
as a reference temperature in this case, which is
approximately the crystallization temperature of the
polymer.30 The latent heat will be simultaneously
released during the phase-change process.

Figure 3 Schematic of the experimental instrument for
the in situ temperature measurements.

Figure 4 Basic principle of the cooling model: 1. gas/
melt interface; 2. solid/liquid phase interface; 3. container
wall/melt interface; and 4. container wall/ water interface.

Figure 5 Schematic of the initial and boundary
conditions in the cooling model.
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Enthalpy transformation and finite-difference
treatment

The energy equation coupled the continuity equation
in the Cartesian coordinate system is,32

q � Cp �DT

Dt
¼ rðk � rTÞ (1)

under constant pressure, the enthalpy E is defined
as

dE

dt

� �
p

¼ CpðTÞ (2)

where the q, k, Cp are the density, the thermal
conductivity, and the specific heat, respectively.
According to the assumption that the phase

changes occur over a temperature range: DT ¼
T2�T1, and the specific heats for each phase are
constant, we have

T ¼
T1 þ E=Cs E � 0

T1 þ DT � E=ðH þ Cm � DTÞ 0 < E < H + Cm � DT
T1 þ E=Cl � ½H þ ðCm � ClÞ � DT�=Cl E � H + Cm � DT

8><
>: (3)

where Cs, Cl, Cm are the specific heats of the solid
phase, liquid phase and the phase-change region,
respectively. Here H is the latent heat released
within the phase-change process.

According to the foregoing assumptions and defi-
nite condition, we have

T ¼ T0 for t ¼ 0; 0 < x < L ðinitial conditionÞ
T ¼ TW for t � 0; x ¼ L ðboundary condition, at the metallic wall surfaceÞ
�k1 � @T@x ¼ hg � ðT � TgÞ for t � 0; x ¼ 0 ðbounary condition, at the gas/melt interface33;34Þ

8<
: (4)

where hg, Tg are the heat transfer coefficient and the
temperature of gas, respectively. Then the Kirchhoff
temperature26 is introduced:

Tkir ¼ CðEÞ � Eþ SðEÞ (5)

Thus, the enthalpy transformation equation
becomes,

q � @E
@t

¼ @2ðC � EÞ
@x2

þ @2S

@x2
(6)

Now the enthalpy transformation from the normal
linear energy equation to the nonlinear equation
ends up with a single variable E. Then, the finite-
difference scheme is used for the discretization and
calculation procedures.

To discretize eq. (6) and the related definite condi-
tions, the Patankar’s methodology35 of control vol-
ume/finite difference approach was used. For the
numerical calculation procedures, the iterative for-
mulations for eq. (6) can be written as:

E
jþ1
i ¼ n �

"
Cj
i�1 � Ej

i�1 þ S
j
iþ1 þ Cj

iþ1 � Ej
iþ1 þ S

j
i�1

� 2 � ð2C
j
i � 1Þ
2

� Ej
i � 2 � SjiÞ

#
ð7Þ

then the corresponding discretization forms of the
initial and boundary conditions are given as:

E
j
1 ¼ðTW�T1Þ �Cs; j¼ 1;2;3; :::;

E0
i ¼ðT0�T1Þ �ClþHþðCm�ClÞ �DT; i¼ 1;2;3; :::;n

E
j
n ¼E

j
n�1� Dx�hg

kl� Ej

n�1
þCl�ðT1�TgÞ�H½ � ; j¼ 1;2;3; :::;

8>>><
>>>:

(8)

with n ¼ Dt/(qDx2), where Dt, Dx, and q are the time
increment, the space step along the x-axis, and the
density of HDPE. The earlier discretization leads to
stable and convergent numerical solutions when the
following criterion is satisfied:

0� ks �Dt
q �Cs � ðDxÞ2

� 1

2
(9)

Figure 6 shows the discrete mesh and the liquid-
solid moving interface in the numerical calculations.
Here the time increment Dt is of the order of
0.01 (s), e.g., Dt ¼ 0.05 s. When the E field is deter-
mined from the earlier iterative procedures (with
detailed iterations omitted), the temperature field
can be calculated from eq. (3).
In the earlier formulation with regard to the

phase-change zone, for simplicity, a linear change
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was applied, thus, we have Cm, km as: Cm ¼ (Cs þ
Cl)/2, km ¼ (ks þ kl)/2.

RESULTS AND DISCUSSION

Simulations of the temperature profiles

To simulate the solidification behaviors of HDPE
using the mathematical modeling, comparisons were
made accordingly. For the purpose of simplification,
normalized distance was introduced and defined by
v ¼ x/b, where b is the part thickness, i.e., the refer-
ence length in this case. Figure 7 shows the simu-
lated temperature profiles under the experimental
conditions: T0 ¼ 190�C, TW ¼ 15�C, during 10–70 s,
which are obtained via the aforementioned discreti-
zation and calculation procedures. The region
between the two horizontal reference lines of T ¼
110�C and T ¼ 120�C represents the phase-change
zone, which separates the liquid phase away from
the solid phase. Three main stages of the cooling
process are shown in Figure 7. In the initial stage,
e.g., t � 40 s, the cooling system consists of the liq-
uid phase, solid phase, and phase-change region,
and the thermal conductance can readily transfer
away the released heat associated with the solidifica-
tion process as well as the sensible heat from the
liquid phase, primarily owing to the thin solid layer
of polymer near the metallic wall. When 40 s � t �
60 s, the cooling profiles of 40 s, 50 s, 60 s are quite
similar, especially at the end of the curves, and the
separation distance is relatively small as compared
with that of 10–40 s or 60–70 s, which is mainly
because the temperature of the liquid phase reaches
the phase change temperature (range), and the latent
heat H is released to compensate the thermal dissi-
pation. When t > 60 s, there merely exists the solid
phase in the cooling system, in that the phase-
change process has come to an end, and no thermal

compensation theoretically existed. As a conse-
quence, the profile becomes flat.
In addition, it is found that the temperature of the

gas/melt interface is not the highest, which is espe-
cially true during an initial stage of cooling (e.g.,
t � 20 s). As the thermal diffusivities of the polymer
and gas are extremely low, the heat released
because of crystallization near the skin cannot be
transferred away timely from the gas/melt interface.
As a result, the temperature increased at some loca-
tion between the container wall and the gas over a
period of time. According to our previous work,10–14

both shear and temperature fields in GAIM play a
significant part in the formation of the crystalline
morphologies, such as shish-kebab,13 banded spher-
ulite,14 and orientation of lamellae.36 It will be of
significance to investigate the relationship between
the temperature and shear rate distributions in our
future work.

Experimental verifications

For better comprehension, the normalized tempera-
ture and the normalized time introduced by and
defined as follows:37

h ¼ ðT � TwÞ
ðT0 � TwÞ ¼ Dimensionless temperature (10)

s ¼ a � t
b2

¼ Dimensionless time (11)

where b is the reference length (the thickness in this
case), and a the thermal diffusivity, which is defined
by a ¼ k/(q�Cp). s is a measure of the rate of heat
conduction in comparison with the rate of heat
storage within a given volume element.37

Figure 6 Schematic of the discretized meshes and the
liquid/solid interface in the numerical domains.

Figure 7 Simulated temperature distribution under the
cooling conditions: T0 ¼ 190�C, TW ¼ 15�C.
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Figure 8 shows the comparison between the simu-
lated and experimental temperature distributions,
with the horizontal lines representing the reference
temperature of phase change ym and demolding
temperature yd in their dimensionless form, respec-
tively. Based on Figure 8, when s � 0.4, a good
agreement was reached between the experimental
and simulated data; the mainly discrepancies exist
when 0.4 � s � 0.8, and in this range, the experi-
mental temperature is higher than the simulated
temperature. This could be caused by the crystallin-
ity of the polyethylene, owing to the polydispersity
and hierarchical structures of the polymers, the poly-
mers cannot achieve the crystallization process like
the small molecules, under the experimental condi-
tions crystallization will continue even after the
polymers completely solidify, which is different
from the theoretical model. As a result, the real
heats released will be lower than the theoretical val-
ues. Besides, the flow rate of the circulating water in
the present simple experiment may not be as the
high as that in the mold, the heat released cannot be
transfer so readily as in the real cooling stage of the
GAIM process. Hence, the experimental tempera-
tures are a bit higher than the simulated results.

The experimental and theoretical cooling rates, in
accordance with Brucato et al.,38 are calculated and
listed in Table I. The simulated data agree well with
the experimental results, and the experimental
instantaneous cooling rates are in agreement with
our previous studies of GAIM process.30 In our pre-
vious work, cooling rates in different location have
been discussed in both GAIM and CIM processes. It
was found that when v ¼ 0.31, the phase-change
plateau was only observed in CIM process, rather
than in GAIM. In the present article, the phase-
change plateau does not exist, either, and this to
some extent proved the cooling rates can affect the
shape of the cooling curves.

The dimensionless cooling time obtained from
experiment is 0.45 (t ¼ 48 s), and the theoretical
cooling time is 0.44 (t ¼ 45 s). On the whole, both
the experimental and the theoretical results agree
well. The experimental cooling time is a little larger
than the theoretical one, which may be caused by
thermal diffusivity of the metallic container wall.
Because of the thermal diffusivity of the metallic
container wall is smaller than the ideal mold wall,
the heat in the metallic container wall cannot be
transferred away as readily as that in the real mold
wall. Besides, the thickness of the melt in the metal-
lic container is not always a constant in the experi-
ment condition; with the polymer shrinkage effects,
the thermal parameters of the material would be dif-
ferent from those under the theoretical conditions.
Thus, the experimental data are slightly different
from the theoretical ones. However, the simulated
results are reasonable, allowing for the aforemen-
tioned discrepancies.
In short, through the comparison between the

experimental results and the theoretical predictions,
the results are acceptable, which indicates that this
simple experimental method coupled with numerical
simulation approach can be applied to predict the
temperature profile and cooling time of the GAIM
process. Anyway, it should be noted that the crystal-
lization kinetics should also be taken into account
quantitatively so as to further improve the precision
of numerical prediction. In addition, improvement
on the experimental equipment should be consid-
ered in our further work.

CONCLUSIONS

In the present article, a simple approach was applied
to forecast the cooling time of high-density polyethyl-
ene during the GAIM process. A simple and in situ
experimental method coupled with numerical simu-
lation schemes was applied to predict the cooling
time of the GAIM process. Experiments were carried
out in a specially-designed in situ instrument, which
simulated the cooling stage of the GAIM process, and
good agreement was observed from the comparison
between the experimental and simulated results,
under some reasonable assumptions and definite

Figure 8 Comparison between the simulated and experi-
mental cooling profiles.

TABLE I
Cooling Rates Obtained from the Experiment

and Simulations

Cooling rates
Experimental

(�C/s)
Theoretical

(�C/s)

Average cooling
rate (s ¼ 0–0.3)

2.690 2.483

Instantaneous cooling
rate (s ¼ 0.3)

1.449 1.493
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conditions. However, some discrepancies were still
observed, mainly because of the crystallization
kinetics as well as the polymer shrinkage effects,
allowing for the uncertainty of the thermal parame-
ters and the assumptions introduced. Moreover, this
simple method will probably be used for further
study of the crystailline morphology of the GAIM
parts and optimal designs of the GAIM process for
industrial applications.

NOMENCLATURE

Cp Heat capacity, J�kg�1��C�1

E Enthalpy, J�kg�1

k Thermal conductivity, W�m�1��C�1

h Heat transfer coefficient, W/m2��C
H Latent heat, J�kg�1

S Coefficient in eq. (5)
C Coefficient in eq. (5)
T Temperature, �C
T0 Initial temperature, �C
T1 Lower boundary temperature of the phase-

change zone, �C
T2 Upper boundary temperature of the phase-

change zone, �C
Tm Reference temperature, defined by Tm ¼

(T1þT2)/2,
�C

Tg Gas temperature, �C
Tkir Kirchhoff temperature, W/m
Tw Water temperature, �C
t Time, s
Dt Time increment, s
x Distance along x-axis direction, m
Dx Space step along x-axis direction, m
a Thermal diffusivity, defined by a ¼ k/(q�Cp)
q Material density, kg�m�3

s Fourier number (Fo) or dimensionless time,
defined by eq. (11)

n Coefficient defined by eq. (7)
v Dimensionless distance along the x-axis
y Dimensionless temperature, defined by eq. (10)

Subscripts

w Water
g Gas
s Solid phase
l Liquid phase
m Phase-change region
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